
 

Прикладні науково-технічні дослідження, Івано-Франківськ, Україна, 5-7 квітня 2021 року 

 40 

The method of reducing data redundancy using a 

randomization procedure 
Ihor Lazarovych, Mykola Kuz, Mykola Kozlenko, Valerii Tkachuk,  

Mariia Dutchak  

 
Vasyl Stefanyk Precarpathian National University 

Ivano-Frankivsk, Ukraine 
  

I.  INTRODUCTION 

Modern information systems are characterized by a large amount of operational information. 

In such systems, the tasks of data optimization, storage and transmission are important. Studies of 

typical systems for collecting information and managing of technological processes show that most 

of the data in such systems are weakly dynamic, and they carry redundant or unsignificant data for 

the user. Therefore, the task of reducing redundancy is actual. 

This paper proposes a method for reducing data redundancy using a randomization procedure. 

The method can be effectively applied before transmitting or storing information in automation 

systems in various fields of communication systems and networks. 

 

II.  ANALYSIS OF RECENT RESEARCH AND PUBLICATIONS 

Analysis of modern publications in the field of methods for reducing the information 

redundancy [1,2] allows us to conclude that their main characteristics are the compression ratio over 

the all range of parameter changing, as well as the complexity of the algorithm. Therefore, 

searching of a new methods with optimal parameters is an urgent task. 

The paper [3] shows the application of the randomization procedure for noise-immune data 

transmission, as well for signal spectrum determination. Potential uses of randomization include 

reducing data redundancy. 

III.  PRESENTATION OF THE MATERIAL 

One of the types of randomization is sorting the sequence in ascending order [3]. This is how 

randomization is used in the proposed redundancy reduction method. 

As the practice of operating technological objects shows, the information flow of most 

processes is not highly dynamic, it means the value of the parameter changes slowly [4], and then 

remains practically unchanged for a long time (Figure 1).  

 

  
 - Significant element;   - Unsignificant element 

Figure 1 - Information flow of weakly dynamic process  

 

Redundancy of information is formed due to the presence of identical values of the measured 

parameter. 
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Adaptive and non-adaptive data compression methods are widely used [5-6]. Adaptive 

methods are based on the analysis of the states of control objects and adaptive coding. The coding 

procedure is based on the identification of significant and unsignificant elements in the information 

sequence. When compressed, an element is considered significant if the value of the next one is not 

equal to the value of the current one. 

It is proposed to apply a randomization procedure to arranging the data of the initial sample in 

ascending order, and then apply redundancy elimination by encoding only informative elements. 

 

 
 а)  b) 

 Significant element;   - Unsignificant element;  -Group significant element 
 

Figure 2 - Example of reducing data redundancy 

 

Figure 2,a shows the dataset arranged in ascending order. The initial array contains the same 

informative elements. Therefore, we bring the concept of "group significant" - this is an element, 

the value of which is different from the following, and in addition, its value should be equal to one 

of the "significant" previous elements.  

After arranging the sequence in ascending order, you need to encode the amplitude and 

sequence number of significant elements, only the sequence number of significant group elements 

and do not need to encode unsignificant ones. Denoting by ха – significant, хg – group significant, 

the sequence X can be written: 

 

xa, NXa, 0, NXg, 0, NXg, 0, NXg, ...1, xa, NXа, 0, NXg, 0, NXg, 0, NXg, ... 1, xa, NXа, 0, NXg ... 

 

where NXg, NXa – accordingly sequence numbers of group significant and significant elements in 

the initial disordered array X; 

“0” – means that it is followed by sequence number of the element with amplitude, the value 

of which follows after each new “1”. 

Figure 2b shows the sequence obtained after reducing the redundancy of the sequence X 

using the proposed method. In this case, the compression ratio is equal: 
 

 , (1) 

 

where nа і ng – accordingly number of significant and group significant elements; 

 - the number of bits representing the corresponding element x;  

 - the number of bits representing the sequence number of corresponding element x. 

The values of  and  are determined by the Hartley entropy formula [7]: 
 

, (2) 

 (3) 

where – quantization range,  - rounding function to a larger integer, N – the number of 

elements in the data frame. 

On the basis of the proposed algorithm for reducing data redundancy, a software model was 

developed that allows evaluating the compression ratio for various types of files. A series of 
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experiments was carried out with 10 randomly selected files of each of listed types. The research 

results are shown in Table 1. 
 

      Table 1 - Results of file compression by the proposed method 

File type, extension  Range of compression ratio 

DOS text, *.txt 0.75-0,86 

MS Word document. *.doc 1.09-1,14 

application, *.exe 0.98-1.06 

BMP picture, *.bmp     2.5-3.9 

GIF picture, *.gif 1.25-1.57 

WAV audio, *.wav 1.13-1.32 

MP3 audio, *.mp3 1.04-1.29 
 

As can be seen from Table 1, the highest value of the compression ratio is achieved for 

graphic files such as Windows Bitmap (* .bmp), as well as for Compu Serve GIF (* .gif) files, 

which already have their own compression methods. A stable compression ratio is achieved for 

audio uncompressed ones such as Windows Media File (* .wav) and compressed files with high-

performance MP3 algorithms. The negative compression ratio for DOS text files is explained by the 

fact that the proposed method is effective for information in which the elements are repeated in 

groups. Because the text has virtually no repetition of the same characters in a row, this method is 

not effective.  

IV. CONCLUSIONS 

Thus, the proposed method for reducing data redundancy is effective and can be applied both 

independently and in combination with other lossless compression methods. Also, the method is 

especially effective for information coming from sensors and other information sources in industry 

and manufacturing, where processes have low dynamics. The application of the proposed method 

together with the well-known standard compression methods makes it possible to further reduce the 

amount of final information for storage or transmission.  
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